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Abstract

The properties of the entangled pure states in phase space are analysed using
the classical entropy introduced by Wehrl. The general entropy inequalities
for non-entangled pure states are derived, which are violated by any entangled
state. To measure the strength of intermode correlations in phase space the
parameters related to these inequalities are proposed. As an example we study
the correlations between amplitudes and phases for two-mode Fock states. We
find that the amplitudes as well as phases of different modes are correlated. It
is also shown that the degree of the intermode correlation strongly depends on
the photon number difference in two-mode Fock states.

PACS numbers: 4250D, 0365, 0367

1. Introduction

Entangled states have become a very attractive subject of study as one of the most striking
possibilities in quantum mechanics. Since Schrodinger’s paper [1] their nonintuitive features
have been analysed in many fundamental works (for instance see [2, 3]). Moreover, many
authors focused on the potential applications of entanglement such as quantum computation,
quantum cryptography and the teleportation effect ([4,5] and references quoted therein).

A measure of entanglement usually applied for systems in a pure state is the von Neumann
entropy (quantum entropy). A positive value of quantum entropy computed for one of
the subsystems is the criterion of entanglement (nonseparability). The general criteria of
separability also valid for mixed states were recently proposed and discussed in [6].

In this paper our attention is focused on the phase space representation of pure state
entanglement. We propose a term intermode correlations in a phase space that can be referred
to as entanglement in phase space. To investigate such correlations we introduce definitions
that involve the Wehrl entropy concept [7]. In contrast to the von Neumann entropy the latter
is a classical quantity characterized by classical entropy properties, and its definition is based
on the Husimi Q-function [8]. This function is always positive, in contrast to other quasi-
probability distributions defined in phase space for an arbitrary quantum state and, hence, the
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Q-function can be used as an analogue of a classical probability distribution in the definition
of entropy [9].

The Wehrl entropy has been applied in several works [10-14] to analyse quantum features
of one-mode field states. In [15] the concept of a classical entropy was used to define a measure
of the quantum phase properties of an optical field. The ideas shown there are similar in a
sense to that discussed here. However, we are concerned with multi-mode systems defined
in the space that can be split into subspaces, in contrast to the single-mode states discussed
in [15].

This paper is organized as follows. We briefly recall the Wehrl entropy concept and its
important properties in section 2. In section 3 we derive the information entropy inequalities for
a two-mode system valid for all non-entangled pure states. Moreover, we define parameters
that can be treated as a measure of the intermode correlation. Section 4 is devoted to the
discussion of the two-mode states in the Fock basis in the context of the intermode correlation,
in which we focus on the amplitude and phase correlations. As an example the analytical
results for the intermode correlations for equally weighted two-component states are derived
and discussed in section 5. In addition, we find there the boundary values of the intermode
correlations in phase space.

2. Wehrl entropy

The Wehrl entropy [7] has been introduced as a classical approximation of the von Neumann
quantum entropy

S[6] = = Tr(51n ) ()

where p is the density operator for a given quantum state (the Boltzman constant is taken to
be k = 1). In analogy to the classical entropy in the phase space, the Wehrl entropy can be
written as

Stan, 0zl = — [ dor dee JQ (e, ) 1n © a1, ) @)
where Q («y, ) is the Husimi function defined with the help of a coherent state |«) as
1 N
O (ay, ) = ;(05|,0|05> 3
where
) = exp (a@a’ — a*a@)|0) )

and |0) is a vacuum state, a" and a4 denote the creation and the annihilation operators
respectively, « is a complex number o = a, + i, or o = a,e® and J = 1if (o), an) =
(ay, ay), or J = o, if (a1, a0) = (o, o). The definition (2) exploits the unique property
of the Q function, which is always positive in contrast to other quantum quasi-probabilities.
Hence, Wehrl’s entropy is treated as a measure of the lack of information about the system,
i.e. as the information entropy of a quantum mechanical state of the system, in analogy to
the Shannon formula [7,9]. From another point of view it can be interpreted as a particular
case of sampling entropy [14] related to the operational phase-space measurement proposed
by Wodkiewicz [16] (the so-called propensity becomes the Q-function if the filter is taken to
be a coherent state in operational phase-space measurement).

The Wehrl entropy, due to its characteristic properties, appears to be very attractive for the
study of quantum systems. One of the most important properties is a possibility to distinguish
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between different pure states, in contrast to the von Neumann entropy, which gives zero for all
of them [12]. Additionally, it was proven [7] that

S[p] < Slar, az] &)

for any state of the system, and the Wehrl entropy reaches its minimum value if the system is in
a pure coherent state [7,17]. The explicit relation between von Neumann and Wehrl entropies
was given by Pefinova et al [18] (the detailed analysis of the Wehrl entropy can be also found
in [7,19]).

In this paper one of the most important properties of entropy, i.e. its subadditivity, is
extensively exploited. Generally, the entropy subadditivity property is expressed by the relation

S[ZU,} <Y S[U for U=> U (6)
where U denotes a set of variables describing the system. The equality holds only for

independent subsets of variables. In the information theory this formula means that information
received from the subsystems cannot be greater than that received from the whole system.

Considering the Wehrl entropy of a one-mode state, i.e. p = |A){A|, one can rewrite
equation (6) as follows:
S o, ] < Slon]+ S [az] (7N

where S [«;] are the marginal entropies

Slai] = —/daiJQ(a»an(a,-) ®)

related to the marginal Q (¢;) functions

Q () = /dajJ Q (a1, a2) &)

withi, j =1,2,i # j,and J = «, if de; ; = do,, or J = 1 in other cases. The inequality (7)
can be interpreted as an entropic uncertainty relation for the variables «; and «r,. In general, we
receive less information from the marginal Q(«;) functions than from the joint quasipropability
QO (o, ay). The quantum state |A) is called an intelligent state if the left and right-hand sides
of equation (7) become equal. If, in addition, both sides reach their minimum values, we call
the state the minimum uncertainty state. The relation (7) was studied extensively for many
quantum states [10-14].

To investigate the entropic uncertainty relation for a given quantum state it is convenient
to exploit the concept of mutual information 7 [u, v] [9] between two variables u and v given
by

Iu,vl=S[ul+S[v]—Su,v]. (10)

This quantity measures the information contained in the variable u about the variable v,
and vice versa. According to the subadditivity condition (6), the mutual information 7 [u, v]
takes only non-negative values

I[u,v]>0 (11)

and it is equal to zero if the variables are independent (there is no information in u about
v). Using the joint quasi-probability Q (o, «z) and the marginal distributions Q(¢;) one can
define I [o1, arp] as

I'ay, ao] = STag] + S[ax] — Sayg, as] (12)
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or in the integral form

0 (1) O (a2)
If I [a1, a2] = 0, the state is called an intelligent state. In the other case, I [«], @3] > 0, there
is some information contained in one phase-space coordinate about the second one.

In the next section the subadditivity formula (6) is used as the basis to analyse the intermode
correlations of states in a multi-mode system.

I[Oll,OlQ] = /d()(l dOlQJ Q(Oll,()lz)ln (13)

3. Inter-mode correlation in the Wehrl entropy approach

Let us consider a two-mode state of the field (system) described by the density operator p4p
in the Hilbert space H = H4 ® Hpg. The corresponding quasi-probability Q is determined as

1
0 (a1, az; Bi, o) = F(a,ﬂmmla,ﬁ) (14)

la, B) = ) ® |B). On the basis of this function, the Wehrl entropy of the total system can be
written in the form

Slay, az; B1, B2l = —/dotl day dBidBy J QO (ar, a2; Bi, B2) In Q (ay, az; Bi, Bo). (15)

The Q (o, a2; B1, B2) function depends on four variables of the phase space. Hence, it allows
the six two-parameter quasi-probabilities to be defined as

Q(al,a2)=/d51 dg, J O (a1, az; B1, B2)

(16)
Q (B, Bo) = /dal don J Q (o1, 25 1, Ba)
which represent individual modes, i.e. A or B, in their corresponding phase spaces, and
0 (i Bj) = /dap dfg J Q (a1, az; p1, B2) a7

withi, j, p,g = 1,2 andi # p, j # g, called the intermode distributions. Obviously, since
they are well defined probabilities, all of them satisfy the normalization condition

/Q(Q)JdQ:l (18)
Q

where Q denotes the corresponding set of variables. Instead of the four-parameter Q
function (14) describing the system one can try to use the two-parameter Q functions introduced
above. Then, the subadditivity relation (6) can be applied to the system in the following manner:

S [ar, ao; B1, B2] < Slar, o]l + S[B1, B2l < Slar]+ S[ax] +S[B1]+ S [B2]
Slai, az; Br, B2l < Slax; Bl + Saz; Bo] < Slai]+ S[az] +S[Bi]+S[B:] (19)
Slag, az; B, B2l < Slag; Bol + Slaz; Bi] < Slar]+ S[az]+S[Bi]+ S[B2]

where S [«1, ap] and S [Bi, B2] are determined in (2); S [«;], S [B;] are the entropies based on
the marginal distributions (8) and S [«;; B;] are defined as

S [eis Bj] = —/dai dB; J QO (ai; ;) In O (s B;). (20)

From inequalities (19) it is seen that there are three different possibilities to choose the two-
parameter functions to describe the system. Now, the question arises of which choice gives
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the best approximation to the information about the total system contained in the joint quasi-
probability Q («y, az; Bi, B2), in other words, when the loss of information is minimized.

Let us assume that the two-mode pure state is not entangled. Thus, it can be written in the
product form

|A, B) = |A) ® |B) 2D
where |A) € Hy and |B) € Hg. The quasi-probability of the entire system

1
0 (a1, a2; 1, Bo) = ;I(OLﬁIA,B)I2 (22)

is the product of the single-mode Q functions (16), i.e.

1
Q (e, o2; i, o) = — (@ A)PI(BIB) (23)
O (ar, 25 1, o) = Q (o1, @2) Q (B, B2) -

So, the following entropy relation is obtained:

S [ar, az; Br, B2l = Slog, az] + S [B1, Ba1. (24)

This means that the information on the total system can be extracted without any losses from
the Q functions describing individual modes. Hence, these modes are independent systems
in the information sense. There are no correlations between variables describing different
modes in the phase space. Moreover, inserting equation (23) into formulae (17) and using
equation (9), we obtain the following relations:

Q(ai: Bj) = Qi) Q(B))

(25)
Slai; Bj1 = Slei] + S[B;1-
Hence, the following equalities are satisfied by a state without any correlation:
Slar; Bil+ Slon; fol = Slonl + S[A1]+ S a2l + S[B2] 26)

Slar; Bol + S [aa; B1]l = S[a]+ S[Bi]+ S[ax] + S[B2].

In the context of the subadditivity formula (6) it is obvious that the information on the total
system represented by the function Q (a1, a; Bi, B2) is lost whenever only the Q(w;; B;) are
known. The analysis concluded in equation (24) and (26) provides the entropy inequalities,
and the non-entanglement inequalities in phase space that are satisfied for any non-entangled
pure state

Slog, o]+ S[Bi, B2l < Slay; Bil + S [oa; B2]
Slar, a2l + S[B1, B2] < Slag; B2l + S [az; il

In general, these inequalities tell us that for all two-mode non-entangled states (21) the
information gained from the single-mode Q quasi-probabilities (16) is no less than the
information obtained from the intermode distributions (17). Moreover, the equality sign
holds if, and only if, the modes are in the intelligent states. If a state violates one of the
inequalities (27), or both of them, it can be called a two-mode entangled pure state in the phase
space. Here, we have taken into consideration only the two-mode case, but the results can be
extended to the multi-mode fields.

To examine the intermode correlations (entanglement in the phase space) it is useful to
introduce some new parameters. By application of the mutual entropy concept in the form of
equation (10), we introduce the following quantities:

Ia;; B;1 = Sla;] + S[B;] — Slai; B (28)

27)
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which can be written in the equivalent form

1= [ dadB; T Oy pyn 23 B
Ies: B —/da, 46; 1 Qe: BIn GBS (29)

They represent a measure of the mutual information between two coordinates associated with
the different modes. Taking into account equations (25), the non-correlated variables imply
Ila;; Bj]1 = 0, whereas I[o;; B;] > 0 is obtained for any correlation case. We define, in a
different way, more general parameters that measure the violation of the non-entanglement
inequalities (27)

L' = S[ay, a0+ S[B1, B2] — (S[ar; il + S [ Ba])

p (30)
L = S[ay, o] + S[B1, B2l — (S[aq; B2l + S[az; B1])
or
L = /dal daa dBy dfs J O (ay. aa: By, o) In 0 (ag; B1) O (a2; B2)
0 (a1, a2) Q (B1, B2) 31)

0 (ai; B2) O (az; 1)
0 (a1, ) Q (Bi, B2)

For any non-entangled state in phase space the parameters L', L” are non-positive; i.e., the
modes are independent systems in phase space. Otherwise, if both parameters, or one of them,
are positive,

L// = /doq dO[2 dﬁ] d,32 J Q (Oll, (05N ,31, ,32) In

L'>0 or(and) L">0 (32)

the correlation occurs. So, the relations (32) can be used as a criterion of the intermode
correlation in phase space. Applying definitions (12) and (28) we derive the following
relationships between L and I parameters:

L' =1[ay; fil+ 1 [on; ol — (L [y, o] + I [B1, B2])
L" =1Iayg; Bol + 1 [an; Bi] — (L [or, a2] + T [B1, B2)).

The L criterion of correlation implies that, for an entangled pure state, the sum of the mutual
information shared by the coordinates from different phase spaces (the intermode mutual
information) exceeds the sum of the mutual information shared by the variables from single-
mode phase spaces (the single-mode mutual information). Additionally, for any non-entangled
pure state the parameters L are sums, with negative signs, of the mutual information shared
by the single-mode variables, i.e. L = —I &, an] — I [B1, B2], and they approach zero if the
individual modes are in the intelligent states.

The L parameters, in the forms (30)—(33), allow us to conclude that for any entangled
pure state the information carried by the single-mode Q functions (16) is smaller than the
information which resides in the intermode quasi-probabilities (17). In other words, if the
0O (a1, ap) and Q (B, B») are measured for a two-mode entangled state, the loss of information
about the total system is greater than in determining the intermode distributions Q(c;; ;).
So, the relationship between the phase-space coordinates of different modes is stronger than
that between the coordinates describing single modes. The parameters presented here can be
used to investigate the intermode correlations of two-mode quantum systems in phase space.
We shall pay special attention to the two-mode states in the Fock space.

(33)

4. Two-mode states in the Fock basis

It is often convenient to represent quantum states in the Fock number space. We analyse in
detail the intermode correlation for the two-mode states in the Fock basis, applying the method
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proposed in previous sections. Itis important to note that the Fock number states exhibit highly
non-classical features and are associated with corpuscular properties of the electromagnetic
field. To exemplify the correlation description in phase space two types of state are taken into
account: (i) a product state

i) = |ki)alli)B (34)

and (ii) a state in the Schmidt decomposition

N
1f) = cilkiallip (35)
i=1
where k; and /; denote numbers of photons (particles), (k;|k;) = (/;|l;) = §;j and ¢; = |¢; el
Zf\;l lci|> = 1. It was proved by Gisin [20] that any Schmidt decomposition state, such as the
state in the form (35), violates Bell’s inequalities, showing its non-local character. The density
operator of this state p ¢ can be written as a sum of two factors,

b\f = lamix + ﬁint (36)
where
N
Prix = ) pi lki) alli)eg (i |4 (ki (37)
i=1
with p; = |¢;|?, and
N
P =Y, cicllki)allielilalk;l. (38)
i=1;j#i

The von Neumann measure of entanglement (1) is always greater than zero (the entanglement
exists) for such states and is reduced to classical Shannon entropy,

N
S[ﬁf]=—ZPi In p;. (39)
i=1

In our approach we focus on the relationships between the amplitudes and the phases, so the
coordinates in phase space are specified as a; = «,, @, =, 1 = B, and B, = B,. The joint
Q; quasi-probability of the total system in the product state |i) takes the following form:

. _ ey OB 40
Qi(arvawyﬁraﬂzp)—;e W (40)
The joint distribution for the Schmidt decomposition
Qf(arv Oy, ﬂr’ .Bw) = Qmix(“ra Ay, ﬂra ﬁ(p) + Qint(ara Ay, ,Br» 18<p) (41)
includes the interference part
) o N Otki+kj,3[i+lj
. . — —(o+B7) r "
int\&r, Xy, Pr, = —¢ cillci| —
Qina(tr, g fir, By) = — i:;,»' eyl e
x cos[@j; + (ki —kj)ay, + (i —1;)B,] 42)
and the mixed part
1 g e a2k g
. . — o (g+B) L T
Oumix (@r, @3 B, By) = —e ;p, P (43)
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that can be expressed in terms of the quasi-probabilities of the product states

N
Onix (@7, @3 Br, By) = Y pi Qilety, s By, By) (44)
i=l

following the formula (40). This form of the Q ; function suggests that | f) can be treated as
a two-mode superposition in phase space. To investigate the correlation between the modes
we calculate the two-parameter quasi-probabilities according to equations (16) and (17). The
product state quasi-probabilities take the following forms:

l 2/(,‘
Qi (ay, ) = ity By) = —e ™%
b/ k,'
2k; p2l;
(o B) = 4 et % B 45
Qi(a,: By) = 4e T (45)
1

Qi(ay; By) = P

Onreplacing o <> B and the numbers of photons k; <> [;, we obtain the Q; (B, B,), Qi (B;; cty)
distributions. For the Schmidt decomposition state the phase joint function only, among all of
the two-parameter quasi-distributions, includes the interference part, i.e.

Qf(arp; ﬂtﬂ) = Qmix(aqo; ,qu) + Qint(a(p; ﬂtp) (46)
where

Qmix(aw; ﬂtp) = Qi(a(ﬂ; ﬂgo)

Qni(@y: By) = # XNj Cij leille;| cos [y + (ki — ket + (s — 11)B, ] “7
i=1;)>i
with ¢;; = ¢; — ¢; and
Cij =G, kj) G, 1)) (48)
where
Gon.ny = mEtm/2+ D) (49)

vm!n!

is the coefficient introduced in [21, 22]. Other two-parameter distributions take the forms
reduced to the mixed parts only:

Qr (u,v) = Omix (u, v) (50)

that are weighted sums of the product state distributions

N
Omix (1, ) = Y p; Qi (1, v) (51)
i=1

(except for the case of the phase joint function). Hence, the differences between the Schmidt
decomposition state and the corresponding mixed state (37) manifest themselves in the form
of its phase joint function only. The similarities originate from the disappearance of the Qi
term when the integration over the phase is performed, /-0271 day, Qine = 0, for example. To
study the Schmidt decomposition state in more detail we determine the marginal distributions.
After the integration over the phase the same results for this state and the corresponding mixed
state are obtained:

Qr () = Omix () (52)
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where
N
Qmix (ar) = sz Qi (Olr)
i=1 (53)
g 0
Qi (o) =2e™™ F
and
1
Qi(ay) = Omix(ay) = Qrlay) = T (54

i.e., the phase marginal distributions are flat. To express the marginal Q functions for the B
mode, the exchange of k; <> [; and o <> B is to be performed. It is clearly seen that there
are no differences between the Schmidt decomposition and the corresponding mixed states
whenever they are represented by their marginal Q quasi-probabilities. In conclusion, the
relations between the two-parameter and the marginal distributions can be shown explicitly
for the product state

Qi (u,v) = Qi (u) Qi (v) (535
which is an obvious result in the context of the general non-entangled state analysis of section 2,
and for the Schmidt decomposition and the corresponding mixed states

Qf(mix) (Ot,; ﬂr) 7é Qf(mix) (Ol,-) Qf(mix) (ﬂ))
Q(ag; By) # Qrlay) Qs (By) (56)
Qmix(azp; ﬂzp) = Qmix(aw)Qmix(,Bq))

and

O rmix) W, V) = O fmix) @) O fmix) (V) (57)
for the remaining cases.

Thus, in figures 1 and 2 we plot Q ¢(a,; B,) for a special case of the state represented by
the two-mode Schmidt decomposition, analysed in section 4, i.e. the equally weighted two-
component states: N = 2, |c|| = |c2] = l/ﬁ. Figure 1 shows Q (o, ; B,) for various values
of the difference of the number of photons k = k; — kp, for I} = ky, I, = kj and k, = 1.
Two peaks in the «,, B, plane, seen in figure 1, become more pronounced with increasing
values of |k|. For k = 0 the picture with a single peak occurs, which is characteristic for the
product state, according to Q (a5 B,) = Qr(a,)Q r(B:). In figure 2 the same dependence
is visualized for [y = ki, [ = k. In the latter case one of the peaks is always smaller than
the other one. For the same type of state as in figure 1, in figure 3 the function Q ¢(ay; By)
is plotted for a few values of k. With increasing photon-number difference |k|, this function
tends to the flat distribution, as for the k = 0 case (product state). For the states with [} = k;
and /[, = k», one can obtain similar pictures that differ only in the angle.

On insertion of expressions (56) and (57) into equations (12) and (28), we find the single-
mode mutual information for the radius and phase coordinates

Iriylar, apl = Iri)Br, Byl =0 (58)
and the intermode mutual information

Iilar; Bl = Iyl Br1 =0

L (mix)[atr; Br] > 0 (39)

Irloy; Byl > 0.
Strictly speaking, the relations (59) prove a correlation between the amplitudes of fields
for the Schmidt decomposition state and the corresponding mixed state, whereas the phase
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Figure 1. Plot of the amplitude joint quasi-probability Q s (e, ; B) for the photon-number Schmidt
decomposition state | f) with two equally weighted components, |c1| = |c2| = l/ﬁ, and k) =1
and kp =1 forko = land (a) k = —1,(b) k =0, (c) k =2 and (d) k = 4, where k = k| — k».

correlation only for the former. However, only the Schmidt decomposition state should be
treated as entangled (analysis is concerned with pure states). For more general description the
entanglement measure L, given by (30), is suitable. From the relationships (33) the following
expressions for the L parameters are obtained:

Ly = Irlar; B+ Irlay; By (60)

whereas
L’} =0. (61)

The result (61) means that there are no informational differences, in the Wehrl entropy sense,
between the decomposition into the intermode Q ¢(e,; B,) and Q r(; B,) distributions, and
the decomposition into the single-mode Q functions when considering the Schmidt states
in the Fock basis (35). Because of positive values of the mutual entropies the parameters
’f in equation (60) are always positive. So, according to our general consideration in
section 2, this fact proves a correlation between the modes connected to the amplitude and the
phase correlations. Additionally, taking into account the definition of the parameter L', the
equations (60) show explicitly that the information carried simultaneously by the intermode
quasi-probabilities Q r(a,; B-) and Q s(o,; B,) exceeds the information obtained from the
single-mode phase space distributions Q r (., a,) and Q (B, B,). Hence, the knowledge of
the single-mode Q functions implies the loss of information about the total two-mode system,
i.e. the Schmidt decomposition state, greater than the knowledge of intermode Q functions.
Moreover, the information about the entire two-mode system described by the

Omix(@y, 0oty By, By) is complete for the corresponding mixed state (37) when the amplitude
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joint and the phase joint quasi-probabilities are found,

Smix [y, 78 Br, ,Bgo] = Smix[0t; Br] + Smix [ago; ,Bgo] (62)
The equalities (60) and (62) immediately imply that
Smixletr, @p; Brr Bpl > Sgla, ay; Bry Byl (63)

due to the purity of the Schmidt decomposition in the two-mode space.

5. Two-component states

As an example, we shall briefly analyse the correlations in phase space for two-component
states (N = 2) in the Schmidt decomposition (35). For simplicity equally weighted states are
assumed, i.e. ¢c; = 27/2 ¢!, Then, the mutual information (28) between the phases takes the
form

1 2 2
Iyloys B = 15 fo dat, /O dB, f(@y: By In f(cy: By)

flag; By) = 1+ Crp cos (g2 + (ki — ka)ay + (11 — 1) By)
Cip=Glki, k) Gy, 1)

(64)

for ki # kp and I} # I,, whereas the mutual information between amplitudes can be written
as follows:

Ipla i =tn2 = [ "o [ df e /s B i1+ flari )

2](1 211 2k2 212

_ a1 B ar B

Q. —2e (ut,2+/3,2) r r + r r
Qrlaribr) LD k!

2k, 21 2ky p21
a1 B\ + o Bk !
2k 2l 2ky 2l :
o B + 02 BRI 11y

The double integral in equation (65) can take only positive values and reaches its lower limit
equal to zero for the maximal correlation between amplitudes, and its upper limit equal to
In2 if |k; — k| = O or (and) |l — 5| = O, implying | f) — |i). This result is consistent
with the general property of mutual information /[u, v] (11). Hence, the mutual information
between the amplitudes for the Schmidt decomposition state (65) has its upper bound equal to
In2. A similar result can be calculated for more than two components in the equally weighted
two-mode superposition

max (I;[a,; B,]) =In N. (66)

(65)

[l Br) =

Itis interesting that the von Neumann entropy criterion for the pure state entanglement (1),
i.e. the entropy of the density operator reduced to one of the subsystems, gives the same value,

N [b\A(B)] =InN (67)

for any equally weighted Schmidt decomposition state with N components, independently of
the photon (particle) number in the modes. The same result is also obtained for the photon
number index of correlation [23]. In contrast to these quantities the L parameters are sensitive to
the number of photons in the entangled modes (figures 4 and 5). We realize that the parameters
introduced here do not obey all mathematical criteria required for a measure of entanglement;
however, we believe that L parameters could be applied to studies of entanglement similarly
to the von Neumann entropy parameters.
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Figure 4. The mutual information of amplitudes /[c,; B,] (@) and the mutual information of phases
Iay: By] (b) for the state | f)2 as functions of k, where k = ki — k2, forky = 1.

Here, we restrict our further consideration to a special class of the two-component Schmidt
decomposition states, namely

1 . .
/= ﬁ(e“”‘ ki) alki)s + €' |k2) 4lk2)B) (68)
and
1 . .
|f)2= E(e% ki) alka)p + €% |k2) alki)B). (69)

These states can be treated as a photon number analogue to the states in the EPR effect [2]. Such
systems and their non-classical features have been examined theoretically and experimentally
and are found in many applications in quantum cryptography, quantum computation or quantum
teleportation. For these states the mutual information for the amplitudes can be expressed, with
regard to the special form of functions in equation (65), as follows: for | f);
2%k 2%,
. . =@+ (arB) (arB)
Qf (ar; Br) =2¢ < e + PRE
‘Xer' ﬁrzkz + arzkz ﬂerl

2ky 2k 2ky p2ky 7
o ' Brtd + o B d !

(70)

[l Br) =
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and for | f),
0y (@ i) = 26 DL (q20 g2 4 202 g20)
’ k 1 ‘kz !
e +aop
o B d + o d !
where d = k»!/k;!. The function f(«,; B,) appearing in formula (64) for the mutual entropy
of phases has a very similar form for both states under study

fay; By) = 1+ G*(ki, ko) cos (@21 + (ki — ka) (et £ By)) (72)

where the sign ‘+” holds for | /) { and ‘—’ for | f), state. The values of I ¢[c,; B,]and I ¢[ay; By ]
depend on the particular number of photons and are strongly sensitive to the photon number
difference in the component states. We find that the mutual entropy between the amplitudes
reaches its maximum value equal to In 2 in the large-‘distance’ limit |k; — k»| > 1, that is

(71)

f(ar; ;Br) = (

If[a; B:] =1n2. (73)
On the other hand, the mutual entropy between the phases goes to zero in the same limit
Iflay; Byl = 0. (74)

Moreover, itis completely independent of the choice of the phase shift values ¢, . In figure 4(a),
we present the mutual entropy between the amplitudes / s[«,; B, ] for the state | f'), as a function
of the photon number difference k = k; — k. Quite similar behaviour can be obtained for
| f)1. Inthe large-|k| limit these differences disappear and the intermode mutual information of
amplitudes reaches In 2. For the same k-dependence as in figure 4(a), the mutual information
between the phases I ¢[a,,; B,] takes the same values for both states, as seen in figure 4(b). This
function decreases rapidly for large |k|. In figure 5 we plot I[e,; B,] and I¢[ay; B,] for the
particular values of k, with a fixed ‘distance’, k = 1. With increasing k, the mutual information
between the amplitudes decreases and reaches zero for large values, but, in contrast, I ¢[ay; By ]
increases at the same time.

Following results (70)—-(72), we calculate a more general correlation parameter L’f given
by (60). It is clear that the main contribution to its value originates from the amplitude
dependences I¢[a,; B-] when the difference between the number of photons increases. So,
in the limit of large photon number difference, L’f reaches its maximum, which is the upper
bound for the correlation,

L), =n2 (75)

forboth | ) and | ), states. In contrast, /¢[c,; B, ] contributes to the entanglement parameter
L/f significantly for a small ‘distance’ |k; — k;| and its contribution increases for large values
of k,, as seen from figure 5(b).

6. Conclusions

We have studied the intermode correlations in phase space (that we refer to as entanglement
in phase space) of pure states in composite quantum systems by exploiting their Q-function
representations and the Wehrl entropy concept. Applying the subadditivity relation for the
entropy, the inequalities, valid for any two-mode non-entangled product state, have been
derived. To measure the strength of the violation of the inequalities new parameters (L’
and L") have been introduced, which can be expressed in terms of the mutual information. A
positive value of one of them proves a correlation between the subsystems, whereas a negative
value or zero means non-correlated states. Moreover, a positive value of the parameter L
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Figure 5. The mutual information of amplitudes /[, ; 8] (a) and the mutual information of phases
Iay; By] (b) for the state | f)> as functions of k for k = 1, where k =k — k».

implies that the information contained in the intermode Q-functions exceeds the information
obtained from the single-mode quasi-probabilities, showing stronger dependences between the
phase-space coordinates of different modes than that for individual modes. Then the single-
mode Q-functions appear to be a less informative description of the two-mode system when
compared with the intermode distributions. We also want to emphasize that the pure state
correlation criteria proposed in this paper are quasiclassical; i.e. they are based on the Wehrl
entropy approximating the quantum entropy (1) and obey classical entropy properties.

As an example, we have considered the two-mode states in the Fock basis, focusing our
attention on the pure states in the Schmidt decomposition. The amplitude and phase correlations
have been investigated with the help of the corresponding Q-functions. We have concluded
that the amplitudes of different modes are correlated, in the Wehrl entropy sense, both for the
Schmidt decomposition and for the corresponding mixed states, whereas the phase correlation
exists only for the former. It has been also shown that there are no relationships between
the amplitudes and phases of different modes. In fact, only the coordinates describing the
Schmidt decomposition in phase space (the amplitudes and phases) are entangled. A detailed
discussion has been given for the two-component equally weighted Schmidt decomposition
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states. We have derived the upper bound for the mutual entropy (correlation) between the
amplitudes, which is equal to In2. It is easy to generalize this result for N components in
the superposition, which results in the value In N. Considering a special class of the above-
discussed states we have found that the correlation measure (L’) strongly depends on the
difference in the photon number in component states. With an increase in this variable, the two
characteristic peaks that appear in the joint amplitude Q-function become more pronounced,
whereas the phase joint quasi-probability tends to a uniform distribution. Accordingly, the
mutual information of the amplitudes increases and reaches the value In 2 in the large-photon-
number-difference limit, while the mutual information of the phases decreases and reaches
zero in the same limit. For such a case the differences between the Schmidt decomposition
state and the corresponding mixed state disappear in the mutual entropy approach but the
correlation exists for the former (L/f > 0). Quite the opposite, if the photon number difference
is fixed and small, when compared to the photon number in the component states, the mutual
information of the amplitudes becomes less important than the phase mutual information in
the correlation parameter (so the differences between the Schmidt decomposition state and the
corresponding mixed state are significant even in the mutual entropy description).

We have shown that the mutual information between the amplitudes for the equally
weighted Schmidt decomposition state gives the same values as the von Neumann entropy
criterion for the pure state entanglement (1), and for the photon number index of the
correlation [23]. In contrast to these quantities the L parameters are sensitive to the number
of photons in the correlated modes. Although the parameters introduced here do not obey all
mathematical criteria required for a measure of entanglement, we believe that L parameters
could be applied to study entanglement analogously to the von Neumann entropy parameters.

Studying correlations in the Schmidt decomposition states, we have also found that
whenever any phase integration is performed the interference term in the Q function disappears.
Hence, if the single-mode quasi-probabilities are under consideration the state in the Schmidt
decomposition looks like the corresponding mixed state. This also suggests that any effect
dependent on the single-mode phase, such as single-mode squeezing, cannot occur in this type
of two-mode state.
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